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Cloud service providers improve resource utilization by co-locating latency-critical (LC) workloads with
best-effort batch (BE) jobs in datacenters. However, they usually treat multi-component LCs as monolithic
applications and treat BEs as "second-class citizens" when allocating resources to them. Neglecting the
inconsistent interference tolerance abilities of LC components and the inconsistent preemption loss of BE
workloads can result in missed co-location opportunities for higher throughput.

We present Rhythm, a co-location controller that deploys workloads and reclaims resources rhythmically
for maximizing the system throughput while guaranteeing LC service’s tail latency requirement. The key
idea is to differentiate the BE throughput launched with each LC component, that is, components with higher
interference tolerance can be deployed together with more BE jobs. It also assigns different reclamation priority
values to BEs by evaluating their preemption losses into a multi-level reclamation queue. We implement and
evaluate Rhythm using workloads in the form of containerized processes and microservices. Experimental
results show that it can improve the system throughput by 47.3%, CPU utilization by 38.6%, and memory
bandwidth utilization by 45.4% while guaranteeing the tail latency requirement.
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1 INTRODUCTION
The multi-tenant sharing nature of cloud computing exacerbates contention for shared resources,
including the CPU cores, memory, cache, memory bandwidth, and networks. This resource con-
tention leads to disordered execution of cloud services, wherein the resource consumption becomes
challenging to manage, resulting in long tail latency [21]. For example, in Google’s latency-critical
(LC) service, the fluctuation range of tail latency can be as wide as 0 and 500ms, with the highest
variation difference exceeding 600× [47].

To mitigate the disorder caused by the contention, prior work seeks to isolate tenants through
two approaches: hardware methods and software methods. Hardware methods, such as the Intel RDT
[68] and PARD [54], provide open control interfaces that allow differentiation of services at the
hardware level for resourcing-on-demand. Although they are effective in achieving performance
isolation, their adoption requires new hardware support. The software methods commonly rely on
resource overprovisioning (i.e., provisioning more capacity than they actually need) to reduce the
interference. However, this approach leads to low resource utilization, resulting in increased costs
for cloud services. For example, traces from Aliyun [50] show that they merely achieve aggregate
CPU utilization of < 40% and aggregate memory utilization of < 60%. The average CPU utilization
of Google’s cluster is higher, but still < 60% [87].
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Fig. 1. Schematic overview of the workload deployment method.

It is possible to improve resource utilization by co-locating as many workloads as possible. How-
ever, it needs more control from the management system to avoid violating the tail latency Service
Level Objective (SLO) of the LC service. We have identified the two prevalent control approaches
shown in Figure 1. Profiling-based control strategy consolidates non-competitive applications based
on their resource usage profiles [20, 24, 25, 59, 84, 92, 94, 100]. This strategy analyzes the resource
needs of different applications and groups them together based on their compatibility, thus optimiz-
ing resource allocation. Feedback-based control strategy deploys workloads directly onto machines
while continuously monitoring SLO violations. If violations occur, this strategy employs actions
such as system reconfiguration [56] or resource reallocation [16, 51, 63] to address the issues and
maintain SLO compliance. However, the profiling-based strategy, while generating high throughput,
incurs significant profiling overhead. This makes it challenging to deploy this strategy widely in
large-scale cloud systems, especially considering the continuous emergence of new applications and
potential consolidations in the cloud. Feedback-based strategy does not involve profiling overhead.
However, the existing feedback-based approaches [16, 51, 56, 63] manage workload co-locations at
the granularity of the entire LC service, disregarding the variations among different parts of the
service when it is distributively deployed. This coarse-grained design results in low throughput.
Furthermore, best-effort (BE) jobs are often treated as “second-class citizens” in this approach, with
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limited resource allocation and the possibility of being reclaimed and rescheduled arbitrarily to
avoid SLO violations [35]. This conservative strategy further leads to wasted computation.
We suggest launching BE jobs more aggressively in a feedback way while capturing a little

more profile information about the LC service (i.e., the hybrid strategy in Figure 1). Leveraging an
aggressive policy would highly risk SLO violations; Therefore, it is crucial to carefully determine
where and how to launch these jobs.With virtualization techniques evolving fromVMs to containers,
the controllable objects on cloud providers’ side are becoming more varied and lightweight, offering
greater flexibility in control methods. This shift allows for control at a finer level of granularity. In
line with this, we propose a fine-grained controller built around the hybrid strategy. It differentiates
the BE throughput launched with each LC Servpod, which is a new abstraction representing a
collection of LC service parts deployed on the same physical machine. A Servpod acts as a unit for
service deployment, defining the mappings between the LC structure and physical machines. By
employing this fine-grained controller, we can optimize the allocation and management of resources
within the cloud environment, taking into account the specific characteristics and requirements of
different Servpods.
To guide the launch of BE jobs, we conduct an analysis of the tail-latency contribution of each

Servpod. This allows us to measure the weights of each Servpod in terms of overall tail latency.
There are several challenges associated with this approach:
(1) How can we track a request and extract its sojourn time at each Servpod to achieve
Servpods differentiation? As it is difficult to track a request in the public cloud due to the black-
box design of VMs, we only consider private clouds where the sojourn time at each Servpod can be
measured. An LC workload often includes multiple Servpods, and user requests may follow different
paths within the service call. While program instrumentation can provide precise measurements of
the sojourn time for each request in each Servpod, it typically requires a significant development
cost. Therefore, we opt for a non-intrusive method, which involves deriving latencies in each
Servpod from the large number of system events generated by processes.
(2) How can we transform the sojourn times in each Servpod into BE launch decisions?
When analyzing the call path of an LC request, each Servpod plays a distinct role in the overall
end-to-end tail latency. To guide the deployment of BE jobs, we define the contribution of each
Servpod by considering its sojourn time mean, variance, and correlation coefficient. Servpod with a
small contribution to the tail latency can be deployed along with more BE jobs.
As "second-class citizens", BE workloads may be suspended or even reclaimed whenever SLO

violations occur. To prevent unnecessary computation resulting from arbitrary reclamation, we
propose selectively controlling BEs based on their runtime behavior. Specifically, we prioritize the
reclamation of BEs with lower preemption loss. There are also two challenges to this problem:
(1) How to differentiate the reclamation-priorities of BEs? Useless computation increases
over the job progress and fault tolerant costs. It is generally not desirable to reclaim a job that
is nearly completed, as it would result in wasted computation. However, certain types of jobs,
such as distributed deep learning training, can tolerate a few worker failures without significant
throughput loss. Therefore, we leverage the varying job progress and fault-tolerant abilities of BEs
to determine their reclamation priorities.
(2) How can we implement the controller by making use of both the LC Servpod contri-
butions and BE reclamation priorities? By monitoring the QPS (Query per Second) and the
slack between the current tail latency and SLO target, the controller continuously makes decisions
regarding resource allocation and release for the BEs based on the contribution analysis of Servpods.
Under SLO violations, BEs are reclaimed according to their reclamation priorities.
To address these challenges, we present Rhythm, a cloud controller that maximizes the system

throughput while guaranteeing LC service’s tail latency SLO. Rhythm supports tracking the requests
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in all Servpods, and derives the contribution of each Servpod to the end-to-end tail latency. It
implements a runtime agent at each Servpod, enabling the aggressive launch of BE jobs at Servpods
with less contributions. For BE workloads, it monitors the job progress of BEs and evaluates their
preemption losses into a MLRQ (Multi-Level Reclamation Queue) for discriminative BE reclamation.
Rhythm carefully isolates interference between LC and BE jobs utilizing the hardware features,
including cache isolation and DVFS (Dynamic Voltage and Frequency Scaling) and software isolation
mechanisms (including core isolation, DRAM isolation and network traffic isolation). In summary,
the contributions of this paper include:

• The insight of varying interference-tolerance abilities among different components of an LC
service. (§ 2)

• Introducing a new abstraction called Servpod and analyzing the tail-latency contributions of
Servpods enables the co-location of distinguishable workloads in a cloud system. (§ 3)

• A new reclamation mechanism, referred to BE-distinguishable reclamation, has been intro-
duced to address the resource reclamation of BE jobs when there is a significant risk of SLO
violations. (§ 3)

• A prototype system, Rhythm, designed following the hybrid strategy: “profiling LC once,
feedback control BE.” This design approach can be adopted in private clouds and offers high
extensibility and flexibility. (§ 3 and § 4)

• A detailed comparative evaluation between Rhythm and non-component-distinguishable
systems has been conducted, highlighting the performance improvements achieved by Rhythm
in terms of system throughput while avoiding SLO violations. (§ 5)

2 BACKGROUND ANDMOTIVATION
In this section, we first study the interference sensitivity of LC components. Then, we evaluate the
preemption loss experienced by BEs when SLO violations occur due to interference.

2.1 Inconsistent Interference Tolerance Ability
We study the interference sensitivity of LC components utilizing two typical LCs: the multi-tier E-
commerce website [62] consists of four components, namely, HAProxy, Tomcat, Amoeba and MySQL,
and the fan-out Redis [74] consists of two components, Master and Slave. In order to generate
sufficient interference, we use five synthetic microbenchmarks as BE jobs, namely, CPU-stress [57],
stream-llc [23], stream-dram [23], DVFS and iperf [88], which can put strong pressure on various
shared resources. For evaluating the interference at different intensities of pressure on DRAM
bandwidth and LLC, we also extend stream_dram (or stream-llc) to two intensity levels: big and
small, where big means saturating the corresponding DRAM bandwidth (or LLC), while small
means occupying only half of the whole capacity.

Each LC service component is deployed together with a BE job on the same machine to measure
the impact on the overall 99𝑡ℎ percentile latency. For measuring the contention on cores, we pin
the component and CPU-stress on the cores from the same socket. For measuring LLC interference,
we pin the component and stream-llc to different cores from the same CPU socket since they
have separate L1/L2 cache but share L3. For measuring interference on DRAM bandwidth, we use
numactl [66] to place the component and stream-dram on the same socket without CPU core usage
overlap. In addition, we use DVFS to adjust the frequency of processors holding the component to
evaluate its impact on tail latency. All experiments share the same settings with those in § 5, and
each run is repeated 5 times for reducing errors.
We evaluate the performance degradations of two LC services under the interference over

increased request load, the characterization results are presented in Figure 2.
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Fig. 2. Impact of interference on the 99𝑡ℎ percentile latency of LC service: the X-axis represents the interference
groups of LC service components and BE jobs under different percent of the maximum request load. The Y-axis
represents the corresponding increase in 99𝑡ℎ percentile latency normalized to the solo-run performance
(presented in logarithmic scale).

Redis: Figure 2a shows the increase in latency when we co-schedule the Master or Slave of Redis
with BE jobs. We see that the performance degradation under interference generally increases over
the request load. Master is more sensitive than Slave inmost interference groups, and their difference
varies with the BE jobs. In particular, since the Master strongly relies on LLC, memory and network
bandwidth for both requests distribution and data operation, it is particularly more sensitive to
interference caused by stream-dram (big), stream-llc (big) and CPU-stress than Slave. The difference
between Master and Slave even exceeds 28× under the same interference from stream-llc (big). For
interference from stream-dram (small), stream-llc (small) and DVFS, the differences of the latency
increase between Master and Slave also reach 155.1%, 181.1% and 122%, respectively. CPU-stress
generates the least interference, which increases the latency by an average of 113.1% at the Master
and 22% at the Slave, resulting in 91.1% difference.
E-commmerce website: Figure 2b shows the increase in latency when we co-schedule the

Tomcat or MySQL of E-commmerce with BE jobs. MySQL is more sensitive to interference generated
by stream-dram (big), stream-llc (big), CPU-stress and iperf. The differences of the latency increase
between Tomcat and MySQL reach 435.8% and 35.1% under the interference from stream-dram
(big) and CPU-stress. In case of stream-llc (big), the difference between Tomcat and MySQL reaches
more than 35×. Tomcat is more sensitive to interference generated by DVFS, and the differences
between Tomcat and MySQL is 416.7%. In groups of stream-dram (small) and stream-llc (small), the
differences are 71% and 13.2%, respectively.
Hence, the impact of interference on different components of LC service exhibits significant

inconsistency. While resource contention affects highly sensitive components and leads to SLO
violations, less sensitive components can accommodate more BE deployment. This highlights the
inefficiency of existing approaches that uniformly control the co-location of LC workload and BE
jobs, as they overlook the varying interference tolerance abilities of individual components (aka
"Law of the Minimum" [33]).

2.2 Inconsistent Preemption Loss of BEs
The inconsistent preemption loss of BEs refers to the variation or disparity in the level of negative
impact experienced by different BEs when they are preempted whenever SLO violations occur. It
means that some BEs may suffer more severe consequences or incur higher costs when resources are
reclaimed from them compared to others. A typical reclamation process can be divided into three
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stages: (1) If the computing cluster still has idle resources available, the controller will reschedule
the co-located BEs to utilize these idle resources. This allows the BEs to continue running without
interruption. (2) If there are no idle resources in the cluster, the controller will choose to reduce
the resource allocation of the currently running BEs instead of terminating them. This means
that the resources assigned to the BEs will be reduced, which will result in the BEs running at a
lower speed or with limited capacity. (3) If the SLO is still being violated even after reducing the
resources allocated to the BEs, the controller will take a more aggressive approach. It will preempt
the resources assigned to the co-located BEs, effectively stop their execution, and allocate all those
resources to the LCs. By doing so, the controller prioritizes the performance of the LC service and
ensures that it receives sufficient resources to meet the SLO requirements.

BEs Description configuration
Resnet20-ASP [4] Deep learning model for image classification in asynchronous training mode Two workers (5 CPUs/worker)
Resnet20-BSP [4] Deep learning model for image classification in synchronous training mode Two workers (5 CPUs/worker)
KMeans [82] Bigdata application implemented on Spark Three exectuors (2 CPUs/exectuor)
SciMark [2] A Java benchmark for scientific and numerical computing Single binary file (2 CPUs)

(a) BE workloads Description
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Fig. 3. BE benchmarks and their preemption losses.

For evaluating the preemption losses, we deploy four real BE benchmarks with different fault
tolerance ability on our testbed (§ 5). We evaluate their preemption losses by terminating one of its
tasks at midway ranging in [10%, 90%]. The preemption loss is defined as the lost service as below:

𝐿 = 𝑆𝑝𝑚𝑡𝑛 − 𝑆𝑜𝑔𝑛𝑙 = 𝑡𝑝𝑚𝑡𝑛𝑟𝑝𝑚𝑡𝑛 − 𝑡𝑜𝑔𝑛𝑙𝑟𝑜𝑔𝑛𝑙 (1)

where 𝑡𝑝𝑚𝑡𝑛 (or 𝑡𝑜𝑔𝑛𝑙 ) represents the makespan of the BE under preemption (or without preemption).
𝑟𝑝𝑚𝑡𝑛 (or 𝑟𝑜𝑔𝑛𝑙 ) represents the resources (e.g., number of CPU cores) occupied by the BE under
preemption (or without preemption).
Figure 3 illustrates the significant variability in preemption loss among different BEs. In the

case of Resnet20-ASP, preemption actually benefits the workload because terminating a worker
in asynchronous mode does not result in job failure or the need for worker rescheduling. Despite
the reduction in occupied resources, the makespan of Resnet20-ASP remains relatively stable
under preemption. Therefore, task preemption in Resnet20-ASP improves service efficiency in our
configuration. However, for Resnet20-BSP, where workers need to be synchronized and any failed
worker requires restarting from the latest checkpoint, terminating a worker after 30% progress leads
to service loss. It is common for a later preempted task to incur higher loss for a job. For example,
the preemption loss of Scimark grows linearly with progress (Figure 3b). Since we did not provide
any fault tolerance mechanism for Scimark, each preemption triggers resubmission and rerunning
from the beginning. Conversely, in the case of KMeans, we observe that later preemptions result in
less loss. This can be attributed to two factors: (1) The Resilient Distributed Datasets (RDDs) [98]
offer high fault tolerance for Spark applications, enabling the Spark scheduler to quickly recover
from task failures regardless of when they occur. (2) Applications often execute in phases [78]. We
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find that preemption at 70% progress generates minimal contention among Spark executors. Thus,
reclaiming resources at this stage has little effect on the overall makespan.
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Fig. 4. A scheduling scheme that does not distinguish between BE loads is inefficient.

According to the varying preemption losses of BEs, it is feasible to design a BE-distinguishable
reclamation mechanism to further enhance system throughput. We deploy Redis as the LC on
our testbed (§ 5) and co-locate it with 20 different BE workloads, comprising 5 bigdata analysis
jobs, 5 distributed deep learning training jobs (following the parameter-server architecture), and
10 scientific computing jobs. We compare our Rhythm with two BE-indistinguishable reclamation
mechanisms: Resource deflation [77] which aims to delay the preemption as much as possible using
a cascading reclamation technique across multiple levels (applications, operating systems, and
hypervisors); and Heracles [51] which rapidly restores LC’s latency by directly disabling co-located
BEs when the latency approaches the SLO target.

Figure 4 illustrates the changes in EMU, CPU utilization, and the 99𝑡ℎ percentile latency of Redis
over time. EMU represents the effective machine utilization, which is the sum of LC throughput and
BE throughput (§ 5). During the time intervals [261, 486] and [657, 855], the request load towards
Redis increases from 65% to 85% of the maximum QPS for creating significant interference. For
example, at time 261, Redis experiences a sudden increase in access load, requiring more resources
to maintain the desired tail latency. In this scenario, Heracles chooses to preempt all running BEs,
prioritizing fast SLO recovery at the expense of resource utilization. On the other hand, Resource
Deflation adopts a gradual but slow reclamation process, maintaining high CPU utilization but
failing to ensure the SLO during this period. In contrast, our Rhythm distinguishes between BE
workloads based on their preemption costs and selectively preempts the ones with lower costs.
This approach achieves a high EMU and CPU utilization while achieving a quicker recovery of tail
latency.

2.3 Implications
In summary, by leveraging the inconsistent interference tolerance abilities of LC components,
we can control the co-locations at LC components differently and aggressively. Specifically, co-
locating more BE workloads with the low-sensitive components of an LC is less likely to result
in SLO violations. However, quantifying the interference tolerance abilities of LC components
can introduce overhead to the controller. To mitigate this overhead, we propose quantifying the

ACM Trans. Comput. Syst., Vol. 37, No. 4, Article 111. Publication date: August 2023.



111:8 Laiping Zhao, Yushuai Cui, Yanan Yang, Xiaobo Zhou, Tie Qiu, Keqiu Li, and Yungang Bao

tail latency contribution of each LC component, which only requires a single solo-run profiling
process.

Similarly, by leveraging the inconsistent preemption loss characteristics of BEs, we can control
the reclamation process of BEs differently when SLO violations occur. Specifically, BEs with
lower preemption loss are given higher priority for reclamation. To reduce the evaluation cost of
preemption losses for BEs, we only consider their runtime available information. This approach
helps optimize the resource reclamation process while minimizing the computational overhead.

3 RHYTHM DESIGN
In this section, we present the design of Rhythm and show where and how to launch or reclaim
BEs making use of the features of LC Servpods and BE workloads.

3.1 The Servpod Abstraction
We introduce Servpod, which refers to a collection of service components from a single LC workload
that are deployed together on the same physical machine. In the context of a directed acyclic
graph (DAG) representation of an LC service, where vertices represent LC components and edges
indicate the precedence relation among them, a Servpod can comprise multiple LC components
that are scheduled on the same physical machine. Consequently, Servpod provides insights into the
mappings between physical machines and the service structure of the LC workload. The number of
Servpods corresponds to the number of deployed physical machines.

A Servpod could be one or multiple processes, containers or microservices [31]. We do not discuss
the scheduling problem of LC components here, but assume that an LC has already been scheduled
on physical machines, generating multiple Servpods. Given the distributed Servpods, we next explore
how to deploy the number of BE jobs differently along with them.
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Fig. 5. Design of Rhythm.
3.2 System Overview
The insight of Rhythm is that, the system throughput can be significantly improved through
distinguishable control over LC Servpods and BE workloads: (1) Servpods with larger contributions
to the tail latency need to be controlled conservatively to ensure adherence to the SLO. On the other
hand, Servpods with lesser contributions can be allowed to launch BE jobs aggressively, maximizing
resource utilization. (2) In the event of SLO violations, BEs with lower preemption losses are
prioritized for suspension or termination. This approach helps reduce unnecessary computation,
improving overall system efficiency.

Figure 5 highlights the overall design of Rhythm. Quantifying the contribution of an LC Servpod
can be done through an offline profiling of Servpods or an online analysis of real-time monitoring.
We choose the offline profiling way for three reasons: (1) As the contribution of a Servpod depends
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on various factors, like the sojourn time, the access load, an online exploration process may take a
very long time until collecting sufficient data, resulting in frequent SLO violations during this period.
(2) Offline profiling can be conducted along with the necessary stress test before the launch of a
service, saving much profiling cost. (3) Unlike short BEs, LCs are commonly long-running services,
and the profiling cost can be amortized over time. As shown in Figure 5, we first characterize the
contributions of LC Servpods using two modules: request tracer and contribution analyzer. Then, we
manage the running of BE jobs using a controller at each physical machine.

The offline profiling of a Servpod’s contribution to the overall tail-latency includes two ways: The
directed way involves collecting the sojourn times of requests in each Servpod. The contribution
can then be derived through statistical modeling and analysis of these sojourn times. The indirected
way, like "bubble pressure" [59], applies a tunable pressure on individual Servpods to measure the
performance degradation of the LC service (e.g., increased tail latency or IPC). The contribution is
defined as the "bubble size" that a Servpod can tolerate while still guaranteeing the SLO. However, as
shown in Figure 2, a Servpod exhibits varying sensitivities when subjected to interferences from dif-
ferent bubbles [69]. In addition, the workload variation also significantly affects the performance of
the LC service. Relying solely on the "bubble pressure" approach, which generates one-dimensional
interference, is inadequate. For example, a CPU-intensive Servpod that contributes significantly to
the overall tail latency might be able to tolerate strong interferences from an I/O-intensive bubble.
Furthermore, designing a single bubble suite that can represent all types of BE jobs is impractical.
Therefore, we choose the directed way to characterize the contributions of Servpods.

The request tracer of Rhythm identifies the service call paths of requests and records their
sojourn time at each Servpod when the LC service runs independently. This data is then used
by the contribution analyzer to calculate the contribution of each Servpod to the tail latency.
The contribution is derived using statistical metrics such as mean, variance, and the Pearson
correlation coefficient of the sojourn times. This characterization is based solely on the LC service
itself, and its cost increases linearly with the number of Servpods. Compared to profiling-based
approaches that measure interference in combinations of𝑀 LC services and 𝑁 BE jobs (resulting
in𝑀 × 𝑁 measurements), Rhythm significantly reduces the cost to just𝑀 . The controller utilizes
a contribution-based threshold methodology to control resource allocation for BE jobs on each
machine. It calculates control thresholds for different Servpods using a thresholding algorithm and
then employs a trial-and-error approach to deploy or reclaim BEs.
The controller maintains a reclamation priority queue for all BEs and updates it periodically.

When an SLO violation occurs, the controller selects the BE with the highest priority from the queue
for reclamation. The BE workloads are categorized into two groups: predictable and unpredictable.
Predictable BEs are those whose makespan can be easily and accurately estimated. For example,
the makespan of MapReduce or Spark applications can be estimated based on the proportion of
processed data. Rhythm can utilize offline profiling-free prediction models like [71, 77] to estimate
the makespan of these BEs. With the predicted makespan, the preemption losses of the predictable
BEs can be derived using Formula 1. The opposite of the preemption loss is considered as the
reclamation priority for these BEs. On the other hand, unpredictable BEs have makespans that are
difficult to estimate accurately. In such cases, it is not possible to derive their preemption losses under
reclamation. Instead, the unpredictable BEs are prioritized based on the direct computation loss,
which is the amount of recomputation required after preemption. To guide the reclamation process,
the predictable and unpredictable priority queues are combined using a Multi-Level Reclamation
Queue (MLRQ) method based on the Borda count. This method assigns weights to the priority
queues and combines them to determine the overall reclamation priority.

For a newly deployed LC service, we activate both the request tracer and contribution analyzer only
once for characterizing its Servpods’ contributions. While each server controller continues running
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independently for controlling BE jobs along with each Servpod, its thresholding algorithm (i.e.,
the only step that requires coordination among Servpods) also runs only once to derive thresholds.
Hence, the characterization cost is low and Rhythm has good scalability.

3.3 Request Tracer
Each request towards an LC service may pass a number of different Servpods. The request tracer
identifies the causal path of a request and constructs a causal path graph (CPG), which is a directed
acyclic graph 𝐺 (𝑉 , 𝐸) describing the request process. Vertices in 𝑉 are event sets of Servpods, and
edges 𝐸 represent causal relations between events. To record the sojourn time in which a request
stays at a Servpod, we also need to record the arrival and departure time at each Servpod. When
there are multiple components in a Servpod, we only record the arrival time at the entry component
and the departure time at the exit component.
The key challenge is to capture the system events in 𝑉 and find the causality of them. We

collect the relevant system calls at LC Servpods. However, the calling stack in a Servpod could
be associated with a depth of more than hundreds of system calls due to the frequent switches
between the user space and kernel. Many of them are generated by other unrelated processes,
including operating system processes or other applications. To filter the unrelated events, we
record four specific events in each LC Servpod: syscall_accept indicates the acceptance of a re-
quest; tcp_sendmsg represents the sending of data package; tcp_rcvmsg represents the receiving
of data package; and syscall_close is the close of a request call, where we denote them as AC-
CEPT, RECV, SEND and CLOSE, respectively. Each event is structured with four attributes: event
type, timestamp, context identifier and message identifier. In particular, the context identifier is
defined as a quad: < ℎ𝑜𝑠𝑡𝐼𝑃, 𝑝𝑟𝑜𝑔𝑟𝑎𝑚𝑁𝑎𝑚𝑒, 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝐼𝐷, 𝑡ℎ𝑟𝑒𝑎𝑑𝐼𝐷 >, which can be used to filter
out noise system calls from unrelated processes. The message identifier is defined as a five-tuple:
< 𝑠𝑒𝑛𝑑𝑒𝑟𝐼𝑃, 𝑠𝑒𝑛𝑑𝑒𝑟𝑃𝑜𝑟𝑡, 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟𝐼𝑃, 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑃𝑜𝑟𝑡,𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑆𝑖𝑧𝑒 >, which can be used to filter out
noises from unrelated communications.
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Fig. 6. The CPG constructed by a request to e-commerce.

Next, we show how to identify the causality of these events, including intraServpod causality and
interServpod causality. IntraServpod causality denotes the causality of a pair of RECV and SEND
events inside a Servpod. We use the context identifier to identify their causality. That is, a RECV
event happens before a SEND event if they share the same hostIP, program name, process ID and
thread ID. InterServpod causality denotes the causality of a pair of SEND and RECV events between
neighbor Servpods. A SEND event happens before a RECV event at the neighbor Servpod if they
share the same message identifier.
Denote by 𝑆 (𝑘)

𝑖, 𝑗
(or 𝑅 (𝑘)

𝑖, 𝑗
) the SEND (or RECV) event recorded in node 𝑘 ; 𝑖, 𝑗 represents the data

flow from node 𝑖 to 𝑗 . Figure 6 shows an example CPG constructed by a request to E-commerce.
Note that there may be hundreds of system events in the process, we only list part of them here.
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Fig. 7. IntraServpod causality: request B is issued earlier by Servpod1, but returned later than request A.

How is the intraServpod causality of nonblocking threads identified? Each RECV event is
matched with a SEND event with respect to their order of occurrence (i.e., timestamp). If the LC
thread runs in blocking mode, this order can be detected easily using the context identifier. In case
of nonblocking threads, a later-issued request may return earlier than an earlier-issued request
(Figure 7).

Since they may share the same context identifier, the mappings of RECV and SEND of them
would be incorrect, resulting in an incorrect calculation of sojourn time at the Servpod. In this
case, we do not identify the accurate intraServpod causality directly, but avoid its side effect on
the calculation of the sojourn time through analyzing the mean sojourn time of all requests. For
example, the mean sojourn time of request A and B at Servpod 1 in Figure 7 is not affected by
the mismatching, because we have (𝑆 (1)
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How is the interServpod causality of persistent TCP connections identified? If the
communication between LC neighbor Servpods is implemented using persistent TCP connections,
multiple requests may share the same message identifier. In this case, pairing SEND and RECV
events with respect to their order of occurrence could also lead to mismatching (i.e., incorrect
interServpod causality). Similar to the calculation in the intraServpod causality, we avoid its side
effect by analyzing the mean sojourn time of communications of all requests in the design of the
contribution analyzer. That is, the mean sojourn time of communications between CNode 1 and
CNode 2 in Figure 7 is (𝑅

′ (2)
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2,1 ). Note that errors still can be caused by unsynchronized

clocks between machines. Fortunately, it can be compensated if the Servpods are called following a
nested chain model (i.e., a Servpod invokes a callee Servpod and waits for the callee’s results before
it can return). Otherwise, there will be a skew in the derived communication sojourn time.

3.4 Contribution Analyzer
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Fig. 8. The average sojourn time of Servpods in E-commerce website and their normalized coefficient of
variations collected in solo-run.
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Figure 8a shows the average sojourn time of the four Servpods of E-commerce and the overall
99𝑡ℎ percentile latency under different request loads. Figure 8b shows the normalized coefficient
of variation of their sojourn times. We find that, HAProxy contributes less than 5% of the overall
latency, while its variance takes more than 20% among four Servpods. Amoeba’s sojourn time is
also small but very stable, i.e., its coefficient of variance is the smallest. For the MySQL and Tomcat,
when the load is less than 50% of the max load, MySQL has a smaller average sojourn time than
Tomcat, and when the load exceeds 50%, its sojourn time increases much faster than that of Tomcat.
However, MySQL’s variance is always much larger than Tomcat. Based on the observation, we
consider three principles that guide our definition of contribution:

(1) Servpods with a higher average sojourn time contribute more to tail latency. The first principle
highlights the average sojourn time of each Servpod. Tail latency surely increases over each
Servpod’s average sojourn time. For example, MySQL contributes the most on 99𝑡ℎ percentile
latency when the load is high in Figure 8a.
(2) Servpods with higher sojourn time variance contribute more to tail latency. This principle

relates tail latency to the fluctuation characteristic of each Servpod, since the fluctuations constitute
the "heavy-tail" of overall latency. For example, while Tomcat and MySQL have a similar average
sojourn time when the request load is in the range [25%, 49%]. However, the 99𝑡ℎ percentile latency
increases significantly due to the high variance of MySQL (Figure 8b).
(3) Servpods that are highly correlated with the tail latency contribute more to tail latency.

Suppose there exists a Servpod 𝑋 which has a constant mean and coefficient of variance of sojourn
times over different loads, then the vary of tail latency would be independent of𝑋 if the contribution
is derived merely based on the mean and normalized and coefficient of variance. Hence, we also
analyze the correlation between each Servpod’s sojourn time and the tail latency, and take it as an
important factor of the contribution.

Following the principles above, we next show how to derive the contribution of a Servpod. Since
the request sojourn time at each Servpod may be incorrect due to the mismatch of SEND and RECV,
we use the mean sojourn time in the definition. Denote 𝑇𝑖 as the average sojourn time of Servpod 𝑖

under all load levels and 𝑇 𝑗

𝑖
as the average sojourn time of Servpod 𝑖 under load 𝑗 ; then, we have

𝑇𝑖 =
∑𝑚

𝑗=1𝑇
𝑗

𝑖
/𝑚, where𝑚 is the number of loads we used. We derive the weight of average sojourn

time by Servpod 𝑖’s as follows, where 𝑛 is the number of Servpods.

𝑃𝑖 =
𝑇 𝑖

𝑛∑
𝑘=1

𝑇𝑘

(2)

We use the Pearson Correlation Coefficient (𝜌𝑇𝑖 ,𝑇𝑡𝑎𝑖𝑙 ) to evaluate the correlation between Servpod 𝑖
and the overall tail latency of the LC service (𝑇𝑡𝑎𝑖𝑙 denotes the overall tail latency, and 𝑡𝑎𝑖𝑙 could be
the 99𝑡ℎ, 99.9𝑡ℎ percentile, etc.). Let 𝑇 𝑗

𝑡𝑎𝑖𝑙
be the 𝑡𝑎𝑖𝑙 latency under load 𝑗 , then, we have,

𝜌𝑇𝑖 ,𝑇𝑡𝑎𝑖𝑙 =

𝑚∑
𝑗=1

(𝑇 𝑗

𝑖
−𝑇 𝑖 ) (𝑇 𝑗

𝑡𝑎𝑖𝑙
−𝑇 𝑡𝑎𝑖𝑙 )√︄

𝑚∑
𝑗=1

(𝑇 𝑗

𝑖
−𝑇 𝑖 )

2
√︄

𝑚∑
𝑗=1

(𝑇 𝑗

𝑡𝑎𝑖𝑙
−𝑇 𝑡𝑎𝑖𝑙 )

2
(3)
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We denote 𝑉 as the normalized coefficient of variation (𝑉 ) to derive the contribution by the
Servpod 𝑖’s variance as follows,

𝑉𝑖 =
1
𝑇 i

√√√
1

𝑚(𝑚 − 1)

𝑚∑︁
𝑗=1

(𝑇 𝑗

𝑖
−𝑇 𝑖 )

2
(4)

Finally, we define the contribution of Servpod 𝑖 using their product:
𝐶𝑖 = 𝑓 (𝜌𝑇𝑖 ,𝑇𝑡𝑎𝑖𝑙 , 𝑃𝑖 ,𝑉𝑖 ) = 𝜌𝑇𝑖 ,𝑇𝑡𝑎𝑖𝑙𝑃𝑖𝑉𝑖 (5)

If there exists fan-out in a request, the end-to-end latency is determined by the latency of the
critical path, i.e., the path (denoted by 𝑅) with the longest time. A Servpod 𝑖 not on 𝑅 can tolerate
stronger interference than those on 𝑅, and its contribution can be scaled down to:

𝐶𝑖 = 𝛼𝑖𝜌𝑇𝑖 ,𝑇𝑡𝑎𝑖𝑙𝑃𝑖𝑉𝑖 (6)

where 𝛼𝑖 =
∑

𝑗 ∈𝑅𝑖 𝑇𝑗/
∑

𝑘∈𝑅 𝑇𝑘 , and 𝑅𝑖 denotes the Servpod set on the path that is non-critical but
longest among all paths through Servpod 𝑖 .
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Fig. 9. Servpod sensitivity vs contributions: the increase in the 99𝑡ℎ percentile latency of E-commerce when a
single Servpod is interfered by different BEs: (1) mixed BEs of wordcount, imageClassify, LSTM, CPU-stress,
stream-dram and stream-llc, (2) Stream-dram, (3) CPU-stress, (4) Stream-llc.

Note that Equation 6 may not be the only way to define the contribution. We validate its
rationality though a comparative analysis between Servpod sensitivity and contribution. Figure 9
shows their correlation: The x-axis depicts the contributions of the four Servpods of E-commerce,
and the y-axis shows the sensitivity of them, which is defined as the increase in the 99𝑡ℎ percentile
latency under interference compared to that under the solo-run. We find that the sensitivity is
positively correlated with the contribution no matter what the BE is, proving that a Servpod with
higher contribution is usually more sensitive to interference. We implement the Servpod-level
control in algorithm 1 based on this contribution, and the experimental results show it works well.
(See Figure 13-15).

3.5 Co-locating Controller
Given the contributions of LC Servpods, we next present how the controller operates to control
the resource allocation and reclamation for BE workloads. We design a coordinated controller
running as an agent at every server holding the LC Servpod. Figure 10 shows its hierarchical
architecture: a top-level controller and four subcontrollers. The top-level controller makes decisions
on the BE jobs, including a load-based decision and a slack-based decision. The four subcontrollers
increase or decrease the resources allocated to BE jobs following the control instructions by the
top-level controller. In particular, top-level controllers first coordinate with each other to derive
two thresholds: loadlimit and slacklimit using the threshold mechanism. Then, each controller runs
independently to control BE jobs according to thresholds. If the top-level controller decides to cut or
stop BEs, it reads the BE reclamation queue and selects the highest priority one for operation. The
controller scales well as the number of Servpods increases because they do not have interactions
anymore after finding thresholds.
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Fig. 10. The architecture of a Rhythm agent
.

3.5.1 ThresholdingMechanisms. Under the solo-run of the LC service, we derive two thresholds
of loadlimit and slacklimit in each machine using the request load and contributions of Servpods.
Since contributions vary over LC Servpods, the thresholds are also different. In particular, loadlimit
denotes the “switch” determining whether or not to run BE jobs; slacklimit decides how many
resources are allocated to BE jobs.
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Fig. 11. The CoV of Servpod sojourn times increase over request loads. Determine the loadlimit of Servpods
in E-commerce using the first load point whose fluctuation is greater than the average. (CoV: normalized
coefficient of variation).

Loadlimit: The threshold loadlimit denotes the upper bound of the request load of the LC
service for allowing the running of BE jobs along with an LC Servpod. We configure this threshold
using the CoV of sojourn times across different requests at each Servpod. Figure 11a shows the
volatility of 𝐶𝑜𝑉 by the MySQL Servpod over the request load. We see that the fluctuation tends
to increase significantly when the request load exceeds 76% of the maximum allowable load. We
choose loadlimit as the first load point whose fluctuation is greater than the average. That is, we
have 𝑙𝑜𝑎𝑑𝑙𝑖𝑚𝑖𝑡 = 76% for the MySQL of the E-commerce website, meaning that if the load towards
MySQL exceeds 76% of the maximum allowable load, we have to suspend all BE jobs on this MySQL
machine. In the case of Tomcat, the loadlimit is 87% (Figure 11b).

Slacklimit: Let slack be the gap between the current tail latency and latency target in SLO. The
threshold slacklimit denotes the lower bound of slack for allowing the growth of BE jobs. It is
inversely related to the Servpod’s interference-tolerance factor. If a Servpod has a small contribution
to the overall latency, we only need a small 𝑠𝑙𝑎𝑐𝑘𝑙𝑖𝑚𝑖𝑡 so that more BE jobs can be deployed in
this machine, or the subcontrollers can allocate more resources to BE jobs. We design an iterative
algorithm to find the best 𝑠𝑙𝑎𝑐𝑘𝑙𝑖𝑚𝑖𝑡 for each machine based on LC Servpods’ contributions.
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Algorithm 1: findSlacklimit(𝐶𝑖 )
Input: contribution of Servpod: 𝐶𝑖 , ∀𝑖 ∈ [1..𝑛];
Output: slacklimit for Servpod 𝑖;

1 𝑠𝑡𝑒𝑝𝑆𝑖𝑧𝑒 = 1 −𝐶𝑖/
∑𝑚

𝑖=1𝐶𝑖 ;
2 𝑠𝑙𝑎𝑐𝑘𝑙𝑖𝑚𝑖𝑡 = 𝑐𝑢𝑟𝐿𝑖𝑚𝑖𝑡 = 1.0; // Initialization ;
3 𝑆𝐿𝑂_𝑣𝑖𝑜𝑙𝑎𝑡𝑖𝑜𝑛 = 𝑓 𝑎𝑙𝑠𝑒 ;
4 while 𝑐𝑢𝑟𝐿𝑖𝑚𝑖𝑡 > 0 do
5 𝑐𝑢𝑟𝐿𝑖𝑚𝑖𝑡 = 𝑐𝑢𝑟𝐿𝑖𝑚𝑖𝑡 − 𝑠𝑡𝑒𝑝𝑆𝑖𝑧𝑒 ;
6 run_system (𝑐𝑢𝑟𝐿𝑖𝑚𝑖𝑡 ) ;

// Running for 10 minutes ;
7 𝑆𝐿𝑂_𝑣𝑖𝑜𝑙𝑎𝑡𝑖𝑜𝑛=SLO_evaluation() ;
8 if SLO_violation = true then
9 𝑠𝑙𝑎𝑐𝑘𝑙𝑖𝑚𝑖𝑡 = 𝑅𝑒𝑐𝑜𝑟𝑑 .pop() ;

10 break;
11 else
12 𝑅𝑒𝑐𝑜𝑟𝑑 .push(𝑐𝑢𝑟𝐿𝑖𝑚𝑖𝑡 ) ;

Algorithm 2: Decision making by top controller
1 Estimate slack based on monitored latency and SLO;
2 while True do
3 𝑠𝑙𝑎𝑐𝑘 = (𝑇 𝑆𝐿𝑂

𝑡𝑎𝑖𝑙
−𝑇𝑡𝑎𝑖𝑙 )/𝑇 𝑆𝐿𝑂

𝑡𝑎𝑖𝑙
;

4 if 𝑠𝑙𝑎𝑐𝑘 < 0 then
5 StopBE();
6 else if 𝑤𝑜𝑟𝑘𝑙𝑜𝑎𝑑 > 𝑙𝑜𝑎𝑑𝐿𝑖𝑚𝑖𝑡 then
7 SuspendBE();
8 else if 0 < slack < 𝑠𝑙𝑎𝑐𝑘𝐿𝑖𝑚𝑖𝑡/2 then
9 CutBE();

10 else if 𝑠𝑙𝑎𝑐𝑘𝐿𝑖𝑚𝑖𝑡/2 < slack < 𝑠𝑙𝑎𝑐𝑘𝐿𝑖𝑚𝑖𝑡 then
11 DisallowBEGrowth();
12 else
13 AllowBEGrowth();
14 sleep(2 seconds);

Algorithm 1 presents the details. We first normalize the contribution of each Servpod among all
LC Servpods and initialize the slacklimit of each Servpod with 1.0. The normalized contribution
will be used as a stepsize for updating the slacklimit. The algorithm proceeds in a while loop until
finding the minimum slacklimit with the SLO guarantee. In each loop, we gradually decrease the
value of the 𝑠𝑙𝑎𝑐𝑘𝑙𝑖𝑚𝑖𝑡 of each Servpod by their respective 𝑠𝑡𝑒𝑝𝑆𝑖𝑧𝑒 . Then, we run the LC workload
at this configuration for a while. If the SLO is violated, we step backward and update the slacklimit.

Algorithm 1may have different outputs of 𝑠𝑙𝑎𝑐𝑘𝑙𝑖𝑚𝑖𝑡 depending on the BE used during 𝑟𝑢𝑛_𝑠𝑦𝑠𝑡𝑒𝑚
(𝑐𝑢𝑟𝐿𝑖𝑚𝑖𝑡). We recommend to run the algorithm with representative, mixed-intensive BEs and
run multiple times to increase its accuracy. In our experiment, the best 𝑠𝑙𝑎𝑐𝑘𝑙𝑖𝑚𝑖𝑡 for Tomcat and
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HAProxy are 0.078 and 0.032, respectively, whereas for MySQL and Amoeba, they are 0.347 and 0.04,
respectively. Hence, we can launch many more BE jobs on Amoeba, Tomcat and HAProxy than on
MySQL.

3.5.2 Control Operation. Loadlimit and slacklimit define a reliable boundary for startup and
adjustment of BE jobs, enabling Rhythm to implement more precise control over BEs based on
Servpod while ensuring SLO compliance.
Top controller: Rhythm compares the real-time request load and slack with the Loadlimit and
slacklimit and manages the running of BE jobs through the five decisions released: StopBE, CutBE,
DisallowBEGrowth, AllowBEGrowth and SuspendBE. In particular,
(1) StopBE immediately kills the top job in BE reclamation queue and releases all its resources.
(2) SuspendBE pauses all of the running BE jobs, but they can still keep their memory space.
(3) CutBE allows the existing BE jobs to continue running, but reclaims part of the allocated

resources from the top job in BE reclamation queue.
(4) DisallowBEGrowth does not allow the number of BE jobs increase, but the existing BE jobs

can still hold their resources and run continually.
(5) AllowBEGrowth allows subcontrollers to allocate more resources to BE jobs and increase the

number of BE jobs.
Denote 𝑇 𝑆𝐿𝑂

𝑡𝑎𝑖𝑙
as the tail latency requirement stated in SLO. The decision-making algorithm is

shown in Algorithm 2.
Subcontroller: There are four subcontrollers in eachmachine. They periodically adjust the resource
allocations between LC service and BE jobs following instructions from top controller and BE
reclamation queue. While frequent monitoring and adjustment are effective to detect the load burst
and protect the SLO of LC workload, it also causes more runtime overhead. To assess the tradeoffs
between efficiency and performance, we set the operation period of each controller thread to 2
seconds. The experimental results also validate the reliability of our design. (Figure 19).
(1) CPU/LLC subcontroller: We adopt the same control as in Heracles [51] for allocating cores,

LLC, and memory bandwidth. When it is allowed to deploy BE jobs, a BE job is activated
and configured with one core, 10% memory bandwidth, and 10% LLC. Both CutBE and
AllowBEGrowth adjust the cores, MB and LLC of BE jobs at the granularity of one core, 10%
memory bandwidth and 10% LLC, until no more resources are available or all BE’s resources
have been released.

(2) Frequency subcontroller: It monitors the power of the CPU periodically and adjusts the
frequency using DVFS. If the power has exceeded 80% of TDP (thermal dissipation power)
and the frequency of the LC service is less than the minimum allowable frequency (for
meeting SLO), it will reduce the operating frequency of BE jobs at the stepsize 100 MHz to
ensure sufficient power for the LC service.

(3) Memory subcontroller: It monitors the memory utilization of the LC service. A newly started
BE job is initialized with 2 GB of memory, and the adjustment stepsize for CutBE and
AllowBEGrowth is 100 MB.

(4) Network subcontroller: It continuously monitors the bandwidth of LC services (𝐵𝐿𝐶 ), and
allocates bandwidth of 𝐵𝑙𝑖𝑛𝑘 − 1.2𝐵𝐿𝐶 to BE jobs.

3.6 BE Reclamation
While operations StopBE and CutBE are activated by Algorithm 2, the reclaimed resources from
BEs are redistributed to LCs in order to restore the SLO. However, selecting the appropriate BE
to reclaim can be challenging, as it requires finding a balance between quick SLO recovery and
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minimal throughput degradation. We have observed that the majority of running BEs in datacenters
can be categorized into three groups: big data, artificial intelligence (AI) and scientific computing. Big
data applications, such as MapReduce and Spark [3, 36, 82, 90], involve processing large datasets,
and their running time can be estimated based on the progress of data processing. AI training
[4, 61, 85] focuses on achieving a desired level of accuracy for neural models, and their running time
depends on the convergence rate of the models rather than data processing. Scientific computing
[1, 53] primarily involves short-term computations that don’t involve extensive data processing.
Different BE applications have varying structures, with some being monolithic and others

consisting of multiple components. Reclaiming resources from different BE components can have
diverse effects on the BE throughput. It may simply reduce the processing speed or, in some cases,
even prevent the BE from running altogether. To minimize these negative impacts, we evaluate
how resource reclamation affects the occupied service of each BE. The occupied service is calculated
using 𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒 × 𝑡𝑖𝑚𝑒 . In Formula 1, if the occupied service of a BE increases after reclamation, it
indicates a preemption loss (𝐿 > 0). This preemption loss quantifies the negative impact on the BE
due to resource reclamation.
To derive 𝐿, we need to know the running time of the BE, i.e., 𝑡𝑝𝑚𝑡𝑛 and 𝑡𝑜𝑔𝑛𝑙 . We classify BEs

into two categories based on their predictability. If a specific BE has a predicting model that can
accurately estimate its running time, we classify it as predictable. Otherwise, it is classified as
unpredictable. Here are examples of predicting models for different types of BEs: (1) Spark-based
big data applications: These applications can adopt the slowdown model in [77] to estimate the job
completion time after reclamation. The model takes inputs such as job completion statistics (𝑐),
elapsed time (𝑡), and the proportion of resource (𝑝) under preemption. The expected completion
time can be calculated using 𝑡𝑝𝑚𝑡𝑛 = ((𝑡/𝑐) × (1 − 𝑐)/𝑝) + 𝑡 . The job completion statistics 𝑐 can be
obtained through the HTTP API exposed by Spark. (2) Deep learning training: These workloads
can employ the white box model proposed in [49, 71] to predict the completion time under different
resource configurations. The model takes inputs such as the remaining number of training steps (𝑠),
elapsed time (𝑡), and step processing speed (𝑞). The expected completion time can be calculated
using 𝑡𝑝𝑚𝑡𝑛 = (𝑠/𝑞) + 𝑡 . The remaining number of steps can be updated according to the real-time
loss value of the training job, while 𝑠 and 𝑞 can be estimated through model fitting. Other predicting
models, such as those proposed in [91, 104], can be used for estimating the completion time of
MapReduce and GPU workloads. It is important to note that Rhythm does not design its own
predicting models but instead utilizes existing models if available for accurate estimation of running
times.
For unpredictable BEs that cannot be accurately predicted, we prioritize them for reclamation

based on the amount of useless computation they generate. useless computation (𝑈 ) refers to the
repeated computation caused by reclamation. If a task becomes slower after resource reclamation
but does not require recomputation, 𝑈 = 0. In cases where multiple BEs have 𝑈 = 0, we break
the tie using their attained service, i.e., BE elapsed time × resource. If a task fails, a portion of its
computation becomes useless, resulting in𝑈 > 0. Useless computation is related to the fault-tolerant
mechanism of BE. The existing fault-tolerant mechanisms can be broadly categorized into two
types:

• Temporal redundancy-based mechanisms involve rescheduling failed tasks on a backup server
to resume execution, which can result in delayed task execution [105]. Tomitigate the repeated
computation caused by rescheduling, checkpointing is often employed. Checkpointing allows
a failed task to be restarted from the latest saved checkpoint instead of starting from the
beginning [28]. Thus, we derive the useless computation as follows,

𝑈𝑡𝑒𝑚𝑝 = 𝑡𝑐𝑘𝑝𝑡𝑟𝑜𝑔𝑛𝑙 (7)
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where 𝑡𝑐𝑘𝑝𝑡 represents the computation time since the latest checkpoint time.
• Space redundancy-based mechanisms involve creating multiple replicas of the same task
to improve efficiency [13, 14]. These replicas run concurrently, and the task is considered
successful if at least one of the replicas completes successfully. In this case, if a task has
more than one replica, reclamation does not generate any repeated computation, resulting in
𝑈𝑠𝑝𝑎𝑐𝑒 = 0. However, if all replicas of a task fail, the task needs to be rescheduled, and the
useless computation is calculated using the same formula as in Formula 7, i.e.,𝑈𝑠𝑝𝑎𝑐𝑒 = 𝑈𝑡𝑒𝑚𝑝 .

Rhythm adopts a priority-based reclamation algorithm for BE tasks to reduce the system pre-
emption loss. For unpredictable BE tasks, we mainly consider their useless computation (𝑈 ) after
resource reclamation. For predictable BE tasks, the priority is defined based on its estimated pre-
emption loss (𝐿). Predictable and unpredictable BEs are categorized into two separate reclamation
queues, which poses a challenge when selecting the "best" BE for reclamation. To address this
issue, we utilize the Borda count voting method [8] to merge the Predictable and unpredictable
queues into a single BE reclamation queue. The Borda count is a voting mechanism that considers
multiple influencing factors. Each voter ranks the candidates based on their preferences, and the
final ranking is determined by integrating the rankings from different voters. In our case, each BE
receives points based on its ranking in each sequence, and the BE with the lowest sum of points
across all sequences is preempted first.
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Fig. 12. Queue merging through the Barda count voting method.

Figure 12 shows our design of how to merge the predictable and unpredictable BE queues. We
use the Borda counting method [9], a voting system used for winner elections in which each voter
ranks the list of candidates in order of preference. A job 𝑖 receives a number of points (denoted by
𝑛𝑝𝑜𝑖𝑛𝑡𝑠 ) from a sequence. It is derived as follows,

𝑛𝑖𝑝𝑜𝑖𝑛𝑡𝑠 = 𝐽 − 𝑟𝑖 (8)

where 𝑟𝑖 denotes the ranking of 𝑖 and 𝐽 denotes the number of jobs in the sequence. The sum of
𝑖’s points from different sequences decides the winner. That is, the task with the highest 𝑛𝑠𝑐𝑜𝑟𝑒 is
selected first for reclamation.

𝑛𝑖𝑠𝑐𝑜𝑟𝑒 =
∑︁

𝐿−𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒,𝑈−𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒
𝑛𝑖𝑝𝑜𝑖𝑛𝑡𝑠 (9)

Since it is not possible to derive the preemption loss (𝐿) for unpredictable BEs (i.e., unpredictable
BEs will not appear in the L-sequence), it would be unfair to directly apply the Borda counting
method. Therefore, we also maintain a useless computation sequence for predictable tasks. Similar to
unpredictable tasks, the BEs in the sequence are sorted in ascending order of useless computation (𝑈 ).
The predictable useless computation sequence (U-sequence) is then combined with the preemption
loss sequence (L-sequence) to calculate scores for all predictable tasks using Formula 9. Since
unpredictable BEs only appear in one sequence while predictable BEs appear in two sequences,
we double the score obtained by unpredictable BEs for a fair comparison, i.e., 𝑛𝑠𝑐𝑜𝑟𝑒 = 2 × 𝑛𝑝𝑜𝑖𝑛𝑡𝑠 .
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Then, the rankings of predictable and unpredictable BEs are combined and sorted in descending
order of their scores.
Given the global BE reclamation queue, the operations StopBE or CutBE always select the top

entry in the queue to execute under SLO violation. If the first entry is not available on the local
server, the BEs are sequentially substituted until a match is found. To expedite the SLO recovery
process, we further organize the BE reclamation queue into a Multi-Level Reclamation Queue
(MLRQ), where BEs are categorized into multiple levels, and StopBE (or CutBE) always chooses the
top level for reclamation. In Figure 12, each server maintains a local MLRQ and has a long subqueue
in each MLRQ level if its local Servpod contributes more to tail latency. When executing StopBE
(or CutBE), resources are reclaimed simultaneously from all BE workloads in the top MLRQ level.
This means that more resources are reclaimed from the BEs that are co-located with the Servpod
making larger contributions. The number of BEs in an MLRQ level (𝑞𝑀𝐿𝑅𝑄 ) is determined based on
the Servpod contributions. That is, we have,

𝑞𝑖𝑀𝐿𝑅𝑄 = 𝑛𝐵𝐸 × 𝐶𝑖∑𝑚
𝑖=1𝐶𝑖

(10)

where 𝑛𝐵𝐸 is the number of BEs in the system and𝐶𝑖 is the contribution of Servpod 𝑖 . In the example
of Figure 12, the four servers keep 1, 3, 1, 2 BEs in each MLRQ level respectively, corresponding to
the Servpod contributions.

4 IMPLEMENTATION
We have developed a prototype of Rhythm using approximately 6.6K lines of code (KLOC) of C,
Java, Python, and Linux Shell. It runs on the Linux operating system, and supports the automatic
profiling of Servpods using a load generator for generating a broad spectrum of access loads and a
SystemTap [40]-based system events analysis tool. It cooperates with Linux container technology
to manage the resource allocation for LC services and BE jobs. It also provides APIs on latency
and system status monitoring, contribution analysis, parameters exchanging, BE deploying and
resource allocation updating in each Servpod agent. The interactions with the operating system are
mainly implemented through JDK runtime library and Linux shell interface.
Isolation: For mitigating the performance interference between the LC service and BE jobs, we
utilize resource isolation mechanisms as follows: (1) Core/thread isolation: Rhythm uses the cpuset
cgroups of the Linux operating system to bind LC and BE jobs on different physical cores to reduce
the interference caused by thread contention. (2) LLC/Memory Bandwidth isolation: Rhythm uses
Intel CAT (cache allocation technology) and MBA (Memory Bandwidth Allocation) to partition the
LLC and Memory Bandwidth resources. By dividing these resources, Rhythm dedicates a portion to
the LC service and reserves the remaining portion for BE jobs. (3) Network isolation: Rhythm uses
the qdisc in the Linux operating system to control bandwidth allocation for the traffic flows of
both LC and BE jobs. (4) Power isolation: Rhythm uses the running average power limit (RAPL) to
monitor the CPU power consumption in each CPU socket and DVFS to redistribute power among
different cores.
Interact with scheduler: When an LC arrives, the scheduler first decides the schedule for its
components. Components that are co-located form Servpods, which are profiled using a load
generator. This profiling helps derive loadlimit and slacklimit. Then, the thresholding mechanism
decides whether it is appropriate to deploy or reclaim BEs. If deployment is allowed, the scheduler
checks the waiting queue of BE jobs and dispatches them to physical machines that have sufficient
available resources. When resources need to be reclaimed from BEs, the top-controller selects BEs
in the top MLRQ level for reclamation. Once the decision about which BEs to reclaim is made,
the subcontrollers at the local physical machines take charge of determining the specific resource
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Table 1. LC workloads and BE jobs.
LCWorkloads BE Jobs

Applications Domain Servpods MaxLoad SLO Containers Workload Domain -intensive
Redis [74] Key-Value database Master, Slave 86K QPS 1.15ms 18 Stream-llc [23] LLC-benchmark in iBench LLC

Elasticsearch [27] Index engine Index, Kibana 750 QPS 200ms 12 Stream-dram [23] DRAM-benchmark in iBench DRAM

E-commerce[62] TPC-W website Haproxy, Tomcat,
Amoeba, MySQL

1300 QPS 250 ms 16 CPU-stress [57] CPU stress testing tool CPU
LSTM Time series prediction service mixed

Solr [81] Web search Apache+Solr, Zookeeper 400 QPS 350ms 15 ImageClassify Image classification on CycleGAN[107] mixed

Elgg[29] Social network Nginx+PHP-FPM,
Memcached, MySQL

200 QPS 320ms 8 Spark-Bench [82] Wordcount, KMeans,
LogisticRegression, LinearRegression

mixed

SNMS[32] Microservice UserService,Frontend,
MediaService

1500 QPS 380ms 30 TensorFlow-Bench[4] Resnet50, Lenet, Alexnet mixed

Hotel Reservation[22] Microservice Fontend, Reserver, Database 1400 QPS 300ms 19 SciMark[2] Scientific computing mixed

allocation for those BEs. They ensure that the reclaimed resources are appropriately allocated to
other tasks or components as needed.
System integration: Rhythm can be integrated into container management framework like Kuber-
netes [48] or serverless cloud system. To integrate Rhythm into a container management framework
like Kubernetes, several steps need to be taken: (1) Extend the cAdvisor in kubelet of Kubernetes
to support the measurement of utilization of memory bandwidth, frequency&power and network
traffic; (2) Enhance the configuration module of Kubernetes to support the runtime control of the
resource allocation as Rhythm’s controller agent; (3) Associate the scheduler of Kubernetes with
the top-controller agent for providing feedback to scheduling algorithms.

5 EVALUATION
5.1 Methodology
Workloads: Table 1 summarizes the LC and BE workloads we used to evaluate the efficiency of
Rhythm. In particular, the maximum allowable request load (i.e., max load) is measured when the
arrival speed approaches the maximum processing speed. Their SLOs are not defined arbitrarily,
but following the principle: each LC service runs at its maximum allowable request load without
interference over 30 minutes, and we record the 99𝑡ℎ percentile latency per second and set the worst
one as the SLO. We also deploy multiple BE workloads on our testbed, including synthetic mi-
crobenchmarks that put strong pressure on a specific resource (i.e., LLC, CPU and DRAM), big data, AI,
and scientific computing benchmarks. In particular, we use the synthetic microbenchmarks, LSTM
and imageClassify for evaluating the co-location efficiency. We further extend BEs with more big
data, AI and scientific computing workloads for evaluating the efficiency of BE-distinguishable
reclamation.
Metrics:We co-locate an LC service with the BE jobs, and measure the system’s CPU and memory
utilization, and power consumption. We also use the metric of EMU to measure the overall system
throughput. In particular, 𝐸𝑀𝑈 = 𝐿𝐶 𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡+𝐵𝐸 𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 , where 𝐿𝐶 𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 denotes
the request load for LC service normalized to its maximum allowable load, and 𝐵𝐸 𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡

denotes the average number of BE jobs successfully finished per hour normalized to when it runs
alone on a machine. Note that EMU may exceed 100% due to the resource sharing between the LC
service and BE jobs.
Testbed: LC service and BE jobs are deployed on a cluster with seven physical machines, four
of which are configured with 40 cores of a quad-socket Intel Xeon E7-4820 v4 @ 2.0 GHz and 64
GB of DRAM per socket and the other three are configured with 40 cores of a dual-socket Intel(R)
Xeon(R) Gold 6230 @ 2.0 GHz and 64 GB of DRAM per socket. The operating system is Ubuntu
14.04 with kernel version 4.4.0-31. We utilize containers for deploying multiple instances for LC
workloads. The detailed configurations of workloads are shown in Table 1. Although each container
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Fig. 13. The BE throughput at Servpods under different loads.
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Fig. 14. The CPU utilization at Servpods under different loads.
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Fig. 15. The Memory bandwidth utilization at Servpods under different loads.

is configured with a specific capacity initially, its unused resources can be allocated to BE jobs
through the container resource control interface.
Overhead:After deploying Rhythm in the system, we measure its overhead and find that the request
tracer only consumes approximately 6% of the CPU and 3 MB of memory, and each controller runs
every 2 seconds only consumes 3.6% of the CPU and less than 50 MB of memory. Rhythm collects
request sojourn time in each Servpod by solo-run LC service only once, the off-line profiling takes
negligible overhead. For the collection of BE information and the maintenance of the BE reclamation
queue, Rhythm only needs 2 logical cores for supporting both predicting and reclamation. Among
them, big data workloads such as Spark are profiled by invoking the Restful interface; for sciMark
workloads, Rhythm only needs to record the timestamp of the start and the 𝑆𝑡𝑜𝑝𝐵𝐸 operation; for
AI jobs, Rhythm needs to scan its output log to check its progress.

5.2 Component-distinguishable Co-location
We firstly evaluate the component-distinguishable co-location ability of Rhythm, i.e. Rhythm-CDC.
That is, whenever SLO violation occurs, we just reclaim resources from all the co-located BE
workloads without distinguishing their priorities. All the experimental results are compared against
Heracles [51], which is a feedback-based method, but does not distinguish between Servpods: (1)
It disables BE jobs at all machines whenever the load exceeds 85%. (2) It disallows the growth
of BE jobs whenever the slack between the current tail latency and SLO target is less than 10%.
We observe that the measured SLO on our testbed is larger than those in Heracles because of the
different software configurations and hardware environments we used. To make a fair comparison,
our implementation of Heracles [51] also conducts its control using the same SLO as in Table 1.
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Fig. 18. Memory bandwidth utilization improvements ((𝑀𝑒𝐵𝑅ℎ𝑦𝑡ℎ𝑚−𝐶𝐷𝐶 − 𝑀𝑒𝐵𝐻𝑒𝑟𝑎𝑐𝑙𝑒𝑠 )/𝑀𝑒𝐵𝐻𝑒𝑟𝑎𝑐𝑙𝑒𝑠 )
under different loads.

5.2.1 Servpod Analysis under Constant Load. Figures 13-15 show the BE throughput, CPU uti-
lization and memory bandwidth utilization at the Servpods of Tomcat/E-commerce, Slave/Redis,
Zookeeper/Solr, Memcached/Elgg, and Kibana/Elasticsearch. We see that the Rhythm-CDC is partic-
ularly effective when the load exceeds 65% of the max load. While Heracles can launch BE jobs at
a lower load, no co-location exists when the load is set as 85% of the max load because Heracles
does not allow co-location when the load > 0.85. Hence, in this case, the BE throughput, CPU
utilization and memory bandwidth utilization by BE jobs are all zero. In contrast, Rhythm-CDC
allows deploying BE jobs at the load > 0.85 since the loadlimits of Tomcat, Slave, Zookeeper,
Memcached and Kibana are 0.87, 0.91, 0.93, 0.87 and 0.9, respectively.

5.2.2 Overall Performance under Constant load. In Figure 13, we see that Rhythm-CDC increases
BE throughput by an average of 0.196, 0.296, 0.41, 0.185, and 0.194 compared with that of Heracles
for the five LC Servpods. In particular, Zookeeper is deployed with the most BE jobs due to its
large 𝑙𝑜𝑎𝑑𝑙𝑖𝑚𝑖𝑡 = 0.93 and small 𝑠𝑙𝑎𝑐𝑘𝑙𝑖𝑚𝑖𝑡 = 0.035. As we increase the load of the LC service, the
BE throughput is reduced due to the operation control by the controller. For the CPU utilization
in Figure 14, when we co-schedule Servpods with CPU-stress, the CPU utilization at all machines
could approach 80% at the 5% load due to the CPU-intensive nature of CPU-stress. LSTM can also
utilize CPU resources at more than 70%, because the training phase of LSTM heavily consumes CPU
resources. When they are co-located with other BE jobs, although they cannot achieve the same
CPU utilization, Rhythm-CDC still improves CPU utilization by an average of 7.98%, 11.44%, 27.59%,
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8.4%, and 10.44%. For the memory bandwidth utilization in Figure 15, we see that Rhythm-CDC can
drive the utilization up to 82% when co-scheduling stream-llc and stream-dram with LC Servpods.
CPU-stress does not require much memory bandwidth, so the utilization is quite low. Generally,
Rhythm-CDC can improve memory bandwidth utilization by an average of 11.4%, 13.1%, 18.9%,
10.44%, and 10.57% compared with that of Heracles.

Rhythm-CDC improves the throughput and resource utilization not only when LC is scheduled
together with the extreme BEs, such as stream-llc, stream-dram, and CPU-stress, but also when BE
jobs are normal ones (LSTM, imageClassify and wordcount). Specifically, the average improvements
on BE throughput by extreme BEs and normal ones are 17.56% and 21.7%, respectively. Improvements
in CPU utilization are 25.54% and 29.53%, and improvements in memory bandwidth are 21.03% and
39.13%, respectively.

We next show the overall improvements in EMU and resource utilization by Rhythm-CDC. Figures
16-18 show that it generates a much higher EMU and resource utilization than Heracles in all
interference groups. Since both Rhythm-CDC and Heracles can deploy BE jobs at low load, the
improvements generally increase over the load, indicating that Rhythm-CDC is more effective when
the load towards the LC service is intensive.
In Figure 16, we see that Rhythm-CDC generates 11.6%, 18.4%, 24.6%, 14%, and 12.7% more EMU

on average than Heracles in E-commerce, Redis, Solr, Elgg, and Elasticsearch, respectively. In partic-
ular, when Solr is co-located with imageClassify/TensorFlowBench and wordcount/SparkBench,
improvements of up to 57% can be achieved because of the significant improvements in Zookeeper.
Figure 17 shows the CPU utilization improvements for the five LC services. Rhythm-CDC can im-
prove the CPU utilization by 22.2%, 19.1%, 35.3%, 20.6%, and 23% on average compared with that
of Heracles. co-locating LSTM and CPU-stress with the LC service performs much better utiliza-
tion than others because they both require CPU resources heavily, and an improvement of up to
112% can be achieved in the case of Elasticsearch. Figure 18 shows that Rhythm-CDC can improve
memory bandwidth utilization by 28.1%, 16.8%, 33.4%, 28.9%, and 19.5% on average compared with
that of Heracles. co-locating stream-dram (or wordcount/SparkBench) with the LC service shows
much higher improvements than the other BE jobs since they both consume considerable memory
bandwidth. The improvement even reaches 120% when co-locating stream-dram with Elasticsearch.

5.2.3 Overall Performance under Production Load. We also evaluate Rhythm-CDC using a production
request load from ClarkNet [19] to capture its improvement on resource utilization. The request
load illustrates clear periodicity (see the top in Figure 17), and the period length is 24 hours. In our
experiment, we scale down five days of the ClarkNet trace to six hours of workload for shortening
the experimental period, and the traffic load and fluctuating pattern are kept the same. Then, we
collect the resource efficiency in the period.

Figures 19a-19c show the average performance improvements compared to those of Heracles on
EMU, CPU utilization and memory bandwidth utilization under the production load, respectively.
We see that Rhythm-CDC can improve EMU by at least 12.4% in the Redis-Wordcount group and at
most by 31.7% in the Solr-ImageClassify group. For CPU utilization, Rhythm-CDC can achieve an
improvement of 26.2% in the Solr-Wordcount group. Formemory bandwidth utilization, Rhythm-CDC
can achieve an improvement of 34% in the Solr-Wordcount group. Generally, while Rhythm-CDC can
improve the performance in all interference groups, Solr benefits the most on EMU, CPU utilization
and memory bandwidth utilization among all of the five LC services.

Figure 19d presents theworst 99𝑡ℎ percentile latency normalized to the SLO latency of Rhythm-CDC
in production request loads. The actual 99𝑡ℎ latency increases with the request load due to the
increasing pressure in server end. Meanwhile, interference from the co-located BE jobs will also
cause performance degradation of LC service. But we see that Rhythm-CDC can strictly guarantee
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Fig. 19. The average performance improvements by Rhythm-CDC on EMU (a), CPU utilization (b), and membw
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LSTM, IC: ImageClassify/TensorFlowBench, WC: Wordcount/SparkBench.)

the SLO in all cases (the worst case is 0.99× SLO). The result shows the effectiveness of Servpod-level
control in Rhythm-CDC, which can improve throughput without hurting the SLO.

5.3 BE-distinguishable Reclamation
We further evaluate the BE-distinguishable reclamation ability of Rhythm, i.e., Rhythm-CDC-BR,
which supports both component-distinguishable co-location and BE-distinguishable reclamation.
We choose the resnet50, lenet, and alexnet from TensorFlow-Bench [4] as AI workloads, the kMeans,
logisticRegression, and linearRegression from Spark-Bench [82] as big data workloads, and sciMark
[2] as scientific computing workloads. They are submitted to the system following a Poisson process,
meaning they are randomly selected for submission whenever there is a new request. When the
SLO of an LC service is violated, Rhythm-CDC-BR uses a predictor (if available) to obtain the BE
preemption loss. As introduced in Section 3.6, our predictor currently supports the prediction
models proposed by Optimus [71] and Resource Deflation [77], which can estimate the completion
time of Spark and AI workloads without relying on offline characterization.
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Fig. 20. The performance comparison on latency, CPU utilization under the resource management of
Rhythm-CDC-BR and Resource-Deflation methods.

We firstly compare Rhythm-CDC-BR with Resource Deflation [77], a state-of-the-art approach
that employs a dynamic, multi-level cascading reclamation technique. We evaluate them using
the two LC services of Redis and Elastic-search. Figure 20 shows that although Resource Deflation
can achieve a higher CPU utilization than Rhythm-CDC-BR, it can only guarantee the SLO within
80% and 58.4% of the time. Meanwhile, Rhythm-CDC-BR can achieve 92.1% and 94.5% of the time
SLO guarantee. Clearly, as the intensity of co-location increases, the risk of SLO violations also
increases. This situation can be addressed by adjusting the loadlimit and slacklimit to enhance
the guarantee of SLO. In a real production environment, the determination of SLO is based on
business requirements. For example, LC services like search engines typically set the SLO as the
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Fig. 22. The CPU utilization at Servpods under different loads.

99𝑡ℎ percentile latency not exceeding 100 milliseconds. Administrators can adjust the loadlimit
and slacklimit based on the actual business SLO to achieve full SLO guarantee (see § 5.6). Resource
Deflation [77] nearly impossible to provide a guarantee for SLOs due to its overly conservative
approach. It always aims to reclaim as few resources as possible, which can lead to SLO violations.
The strategy iteratively checks resources that can be reclaimed from higher layers, such as the
application and the guest OS, before considering lower layers like the hypervisor. The lower layer
is only checked if the reclamation at the previous layer is insufficient to recover the latency of the
LC service. However, since it takes time for new configurations to take effect, this conservative
strategy often leads to SLO violations. Considering the significant degradation in user experience
caused by Resource Deflation, we exclude it from the following experiments.

5.3.1 Servpod Analysis under Constant Load. Figures 21-23 demonstrate the effectiveness of
Rhythm’s reclamation technique in terms of Servpod-level improvements in BE throughput, CPU
utilization, and memory bandwidth utilization. Rhythm-CDC-BR, compared to Rhythm-CDC, achieves
further enhancements in BE throughput with average increases of 0.107, 0.153, 0.162, 0.112, and
0.091 on the five LC Servpods, respectively. While BE throughput tends to decrease as the access load
on the LC increases, Rhythm-CDC-BR exhibits increased improvements because the BE reclamation
strategy becomes more active under high load conditions. Notably, at 85% of the maximum load,
Rhythm-CDC-BR achieves a 0.193 increase in BE throughput for the co-located Zookeeper service.
This result is attributed to Zookeeper’s low contribution rate of 0.075, which leads to the reclamation
of only one BE at a time during StopBE or CutBE operations. In contrast, Kibana/ES maintains three
BEs in each MLRQ level due to its high contribution rate of 0.32. Alongside the improvements in
BE throughput, Rhythm-CDC-BR also demonstrates average increases of 9%, 11.3%, 10.7%, 12.7%,
and 8.7% in CPU utilization, as well as average increases of 11.4%, 12.6%, 10.3%, 8.8%, and 9.3% in
system memory bandwidth utilization compared to Rhythm-CDC.

5.3.2 Overall Performance under Constant load. Figures 24-26 illustrate the overall performance
improvements achieved by BE-distinguishable reclamation in Rhythm-CDC-BR. The results demon-
strate that Rhythm-CDC-BR effectively enhances system throughput and resource utilization. When
the load is low, the LC service experiences fewer SLO violations, and the improvements brought by
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Fig. 23. The memory bandwidth utilization at Servpods under different loads.
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Fig. 24. The EMU improvements under different loads.
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Fig. 25. The CPU utilization improvements under different loads.
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Fig. 26. The memory bandwidth utilization improvements under different loads.

Rhythm-CDC-BR are less apparent. However, as the load increases, more CutBE and StopBE opera-
tions are executed. At this point, the BE-reclamation strategy significantly reduces preemption
losses, thereby enhancing resource utilization and throughput.

For instance, at 85% load for the Zookeeper service, Rhythm-CDC triggers a total of 11 CutBE and
8 StopBE operations to protect latency SLOs for the Solr service. Enabling the BE-distinguishable
reclamation technique leads to smoother preemption of BE tasks. Although this may result in more
CutBE/StopBE operations, the number of stopped BE tasks decreases from 17 to 9 (as a StopBE
operation can terminate multiple tasks), reducing throughput loss by approximately 50%. Notably,
Rhythm-CDC-BR achieves further improvements of 11.4%, 13.7%, 17.4%, 10.7%, and 16.1% in EMU
for E-commerce, Redis, Solr, Elgg, and Elasticsearch, respectively. Regarding resource utilization,
Figure 25 demonstrates that Rhythm-CDC-BR increases average CPU utilization by an additional
9.4%, 11.2%, 12.7%, 10.8%, and 13.8%. Figure 26 shows that Rhythm-CDC-BR further enhances memory
bandwidth utilization by 9.1%, 14.6%, 10.1%, 9.8%, and 11.4% for the respective services.

5.3.3 Overall Performance under Production Load. Figure 27 demonstrates the improvements in
resource utilization and SLO guarantee achieved by Rhythm-CDC-BR using the production load
of Clarknet [19]. It is observed that Rhythm-CDC provides a better SLO guarantee, as shown in
Figure 27d, due to its non-discriminatory reclamation strategy for BEs. However, this also results
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in a lower resource utilization rate for Rhythm-CDC over an extended period. Under the produc-
tion load, Rhythm-CDC-BR significantly increases EMU, CPU utilization, and memory bandwidth
utilization by 17.7%, 14.5%, and 19.6%, respectively (Figure 27a-27c). In summary, compared to
Heracles, Rhythm-CDC-BR, which incorporates both component-distinguishable co-location and
BE-distinguishable reclamation, improves the average system throughput by 47.3%, CPU utilization
by 38.6%, and memory bandwidth utilization by 45.4%.

5.4 Running with Microservice
Rhythm demonstrates its effectiveness in managing processes, containers, or microservices. In
this section, we evaluate its efficiency using two representative microservice benchmarks from
DeathStarBench [32]: SNMS (social network in microservice) and HR (hotel reservation). SNMS
consists of 30 unique microservices that communicate through RPC (Remote Procedure Call).
These microservices are divided into three Servpods: media service (13 microservices for media data
processing), frontend (3 microservices including nginx-thrift, media-frontend, and jaeger), and user
service (14 microservices for user operations). Similarly, HR consists of 19 unique microservices,
grouped into three Servpods: frontend (3 microservices), reservation (7 microservices related to the
reservation process), and data service (9 microservices for data storage and processing). Each Servpod
is allocated 20 CPU cores and 64 GB of memory, and they are deployed in a distributed manner. For
the evaluation of these microservice benchmarks, Rhythm does not require its own request tracer.
Instead, the benchmarks support a built-in jaeger [41], which is a distributed tracing system similar
to Dapper [79]. Jaeger can record the sojourn time of each request at each microservice, providing
the necessary data for analysis and evaluation.
Figure 28 shows the overall performance evaluation results. Since the contributions of the

three Servpods are 0.295, 0.14, and 0.565, respectively, and their slackLimits are 0.189, 0.054, and
0.381, respectively, the improvements mainly benefit from the media service and frontend Servpods.
Compared with Heracles, Rhythm achieves an average improvement of 14.3%, 30.2%, and 45.8% in
the EMU, CPU utilization, and memory bandwidth utilization, respectively. In particular, Rhythm
achieves an EMU improvement of 23.27% in the wordcount group because wordcount performs
many computations and IO operations, which affects the tail latency significantly. The sciMark
group also shows the best improvements in CPU utilization, but the least in memory bandwidth
utilization for the same reason as in previous experiments.
Figure 29 presents a comprehensive performance comparison among Heracles, Rhythm-CDC,

and Rhythm-CDC-BR when co-locating HR (hotel reservation) with BE tasks. The results show
that Rhythm-CDC launches more BEs compared to Heracles, resulting in a significant improvement
in CPU utilization and memory bandwidth utilization by 35.7% and 56.7% respectively. Further-
more, Rhythm-CDC-BR enhances system efficiency even further, with a notable increase in CPU
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Fig. 28. Performance comparison when running with SNMS microservice. Improvements are color-coded as
follows: - represents the EMU or resource utilization of LC itself; - represents the improvements achieved
by Heracles; - represents the further improvements achieved by Rhythm.
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utilization, memory bandwidth utilization, and EMU by approximately 17.3%, 18.4%, and 7.2% respec-
tively. These findings demonstrate the effectiveness of the component-distinguishable co-location
mechanism and the BE-distinguishable reclamation technique in scenarios involving multiple
microservices with varying workload behaviors and resource dependencies in each component.

5.5 Example of Running Process
Figure 30 illustrates the timeline of Rhythm’s operation on two Servpods (Index and Kibana) of
Elasticsearch when they are co-located with 20 BEs under the production load. Initially, Rhythm
allows the BE workload to grow as there is sufficient slack between the actual latency and the
SLO target. This results in continuous increases in BE throughput, BE instances, BE cores, BE
LLC, and CPU utilization. At time 5, Rhythm triggers the SuspendBE operation because the request
load exceeds the loadlimit. As a result, even though the allocated resources for the BE jobs remain
unchanged, CPU utilization rapidly decreases, and the BE throughput stops increasing. During the
SuspendBE period, the memory occupied by the BE may still cause SLO violations, leading to the
activation of the StopBE operation. At time 6.2, when the request load drops below the loadlimit, the
BE jobs resume their growth until time 7.1. However, a sudden decrease in slack prompts Rhythm to
initiate the StopBE operation. During this operation, Rhythm selects the BEs with fewer preemption
losses for reclamation. Since the Index Servpod has a higher contribution rate than Kibana, three
BEs co-located with Index are reclaimed. At time 12, the CutBE operation is triggered. Although
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Fig. 30. The timeline of Rhythm’s running process.

the number of BE instances remains unchanged, their LLC and core allocations are reduced. This
operation helps optimize resource allocation and management in the system.

5.6 Loadlimit and Slacklimit Analysis
We also evaluate the impact of loadlimit and slacklimit on the BE throughput. By fixing the slacklimit
and loadlimit of HAProxy, Tomcat, Amoeba, but varying the ones of MySQL, Figure 31 shows how
the BE throughput varies over the loadlimit and slacklimit. We see that the BE throughput peaks
when the loadlimit is at the 90% level (i.e., 90% of the actual derived values). In the case of "fixing
loadlimit, varying slacklimit", the BE throughput at the 80% and 90% levels are both higher than
that at the 100% level. However, Table 2 shows that setting the slacklimit at 90% also causes 13 SLO
violations and kills 3 BE jobs in the period. For loadlimit, the number of SLO violations and BE kills
at the 90% level is the same as that at the 100% level, indicating that the 90% level is a better choice.
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Fig. 31. Trade-off between loadlimit (slacklimit) and BE throughput.
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Table 2. SLO violations and BE kills when varing the loadlimit (slacklimit).

Fixed Loadlimit=0.76 Fixed Slacklimit=0.347
Level Slacklimit SLO Violation BE kills Loadlimit SLO violation BE kills

70% 0.243 22 7 0.532 0 0
80% 0.278 16 5 0.608 0 0
90% 0.312 13 3 0.684 0 0
100% 0.347 0 0 0.760 0 0
110% 0.382 0 0 0.836 12 5
120% 0.416 0 0 0.912 14 8
130% 0.451 0 0 - - -

6 RELATEDWORK
Request Tracer: Tracking the service path of a request has been extensively studied in earlier work.
They can be classified into two categories: execution tracing and communication tracing. Execution
tracing [5, 11, 18, 30, 43, 75, 79, 86, 93, 108] records the low-level system events (e.g., system calls) or
log messages generated during execution, and identifies the request path through pairing analysis.
Communication tracing [6, 10, 15, 17] discovers the dependency between components by analyzing
the network traffic. While the communication tracing cannot identify the intraServpod causality
easily, we choose the execution tracing, which is further implemented through either the intrusive
method [11, 30, 43, 79, 86, 108] or the non-intrusive method [5, 18, 40, 52, 75, 93]. As the intrusive
method causes high instrumentation cost, we simply use the easy-to-use systemTap [40] for deriving
the mean sojourn time of each request at each Servpod.
Interference analysis: A significant body of work has studied the interference in cloud computing
systems. The studies show that the performance of cloud services varies significantly due to multiple
reasons [12, 38, 76], including hardware heterogeneity [67], virtualization [89], or the contention
on various resources [44, 72, 80]. In particular, contention on cache [20, 34, 58, 83] and I/O [80] are
two main sources for performance interference. These contentions are not only from the same
core [97, 100] but also possibly from cross-cores [102, 103]. However, these works mainly focus on
the evaluation of the overall performance of an application, e.g., the latency of a web application
[72], a multimedia service [12], or the execution time of a bigdata analysis job [26]. They never
study the performance variation of any one of Servpods under interference, while most applications
consist of multiple Servpods.
Profiling-based QoS management: Given the precisely characterized interference features of
cloud services, previous work can guarantee QoS through interference-aware QoS management.
For example, Bubble-Up [60] and Bubble-Flux [96] predict the impact of interference from potential
corunners through the instantaneous pressure generated by a dynamic bubble. DeepDive [65] infers
performance loss due to interference by clustering low-level metrics. Dirigent [106] and Wrangler
[95] supports to control QoS based on the prediction of execution time. Stay-away [73] throttles the
batch jobs to avoid contention by predicting any progression towards a QoS violation at runtime.
SMiTe [101] achieves precise interference prediction on real-system architectures. Quasar [25]
and Paragon [24] use classification techniques to quickly estimate the impact of interference, and
improve resource utilization while guaranteeing QoS. Pythia [94] predicts the combined contention
of multiple applications using a simple linear regression model to improve utilization. Harvest VM
[7] only considers the unallocated resources in cluster. It characterizes the time-varying features of
unallocated resources and proposes to leverage them for more workloads. These approaches rely
on accurate prediction models, which may be costly in practice.
Other related work like Ubik [46], CQoS [39], CPI2 [99], iAware [92] and [42] present how to

guarantee the QoS with cache or memory bandwidth isolation mechanisms. For core isolation,
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PerfIso [37] co-locates batch jobs with production latency-sensitive services using CPU binding
isolation to protect SLO from burst workloads. Retro [55] presents resource management framework
to improve efficiency using these isolation mechanisms.
Feedback-based QoS management: Although the interference-aware QoS management works
well in many scenarios, it’s impossible to characterize the interference behaviors of all applications.
Moreover, it is hard to achieve zero error on interference predictions. Hence, another approach for
improving the resource utilization is using the feedback-basedmethod, that is, response immediately
after a possible SLO violation is detected. ICE [56] works in the application layer, and it improves the
web server performance during interference by reconfiguring the balancer andmiddleware to reduce
the load on the impacted server. In the system layer, Q-Clouds [63] uses online feedback to capture
interference, and tunes resource allocations to mitigate performance interference effects. Heracles
[51] enables the safe co-location of BE jobs and LC service through a conservative thresholding
method. PARTIES [16] and CLITE [70] further increases the number of co-scheduled LC services
per server to improve the throughput. CoPart [69] analyzes the characteristics of workloads and
allocates the LLC and memory bandwidth for BE jobs to improve fairness. Twig [64] employs a deep
reinforcement learning model for improving the energy-efficiency of co-located latency-critical
services. Resource deflation[77] extends to dynamically shrink resource allocation in response to
resource pressure, instead of being preempted outright. It helps to reduce the useless computation
yielded by preempted BEs, but cannot guarantee SLO well. The feedback-based method may cause
oscillations in the control loop especially when the tail latency is unstable. While the use of loadlimit
can reduce such oscillations, we can also mitigate this problem by introducing buffer resources,
like in PerfIso [37].

GrandSLAm [45] is another work considering the different characteristics of each service compo-
nent. It enables consolidated execution of requests belonging tomultiple jobs in amicroservice-based
computing framework. There are four differences between Rhythm and GrandSLAm: (1) Grand-
SLAm co-locates multiple LCs, while Rhythm co-locates an LC and multiple BEs. (2) GrandSLAm is
effective when multiple LCs share microservices, while Rhythm is also effective when LC has no
shared microservices with BEs. (3) The execution time of each microservice is highly predictable in
GrandSLAm given the batch size at each microservice, while it is difficult to predict the execution
time in each Servpod due to the uncertain interference. (4) GrandSLAm uses the end-to-end latency
in SLO, while Rhythm considers the tail latency, which is a statistical result over all latencies. Hence,
GrandSLAm is orthogonal to Rhythm.

7 DISCUSSION
Application Scenarios: Rhythm can be adopted in the private Infrastructure-as-a-Service (IaaS)
cloud or public serverless computing. Serverless computing is essentially a Platform-as-a-Service
(PaaS) where the user’s application is split into multiple stateless functions, and the user only
needs to focus on their business code. In serverless, cloud providers offer runtime environments for
tenant functions, expanding the system’s scope of control compared to IaaS. Function execution
times and even the end-to-end latency of a workflow can be easily measured at the cloud provider
side, giving serverless computing an inherent advantage for integrating Rhythm.
The deployment of Rhythm in the serverless computing scenario is similar to the one in the

microservices scenario. Rhythm’s subcontrollers can be deployed within each server to manage
local functions. In particular, functions located in the same physical server can also be grouped as a
Servpod, while latency-insensitive functions can be treated as BE tasks. Note that Rhythm’s control
algorithm incurs low overhead and is scalable with the function scales in a serverless platform.
This enables Rhythm to be highly adaptive in serverless computing.
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Co-location in multi-LC scenarios: The current Rhythm can only support the co-location of a
Servpod with multiple BEs. It is possible that multiple Servpods from different LCs are deployed in
the same machine. In this case, Rhythm can be combined with existing methods such as CLITE[70]
and Twig [64] to address the problem. Specifically, we can employ the methods in CLITE or Twig to
address the service-level workload co-location challenge among different LCs. In addition, Rhythm’s
component-level workload collocation approach can be used to achieve finer-grained resource
management and SLO guarantees within each LC.

8 CONCLUSIONS
In this paper, we present Rhythm, a system that manages resource allocation between LC service
and BE jobs in the profiling-feedback hybrid way. Rhythm allows the aggressive deployment of
BE jobs on machines contributing less to tail latency based on Servpod-level control. Rhythm also
adopts a BE-distinguishable reclamation scheme that reduces the useless computation yielded by
BE reclamation under SLO violations. We evaluate Rhythm with typical LC services and BE jobs
under different load scenarios, and find it can improve the resource efficiency significantly. Rhythm
can be deployed easily in a private cloud, where we can conduct deep analysis on LC services. The
characterization cost is low, as (1) it only relies on the LC service itself, (2) the request tracing and
performance monitoring have always been an important component in the cloud, even without
deploying Rhythm.
In the future, we would like to further improve system resource efficiency through co-locating

multi-tenant LCs and BEs. For the public cloud where we know little about the LC service, we
will explore the design space of co-locations using the evolved software and hardware isolation
mechanisms.
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